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Abstract

In this paper we present a number of measures that compare rankings of search engine results. We apply these measures
to five queries that were monitored daily for two periods of 14 or 21 days each. Rankings of the different search engines
(Google, Yahoo! and Teoma for text searches and Google, Yahoo! and Picsearch for image searches) are compared on a
daily basis, in addition to longitudinal comparisons of the same engine for the same query over time. The results and rank-
ings of the two periods are compared as well.
� 2005 Elsevier B.V. All rights reserved.
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1. Introduction

In merely 15 years the Web has grown to be one
of the major information sources. Searching is a
major activity on the Web [1,2], and the major
search engines are the most frequently used tools
for accessing information [3]. Because of the vast
amounts of information, the number of results for
a large number of queries is in the thousands, and
sometimes even in the millions. On the other hand,
user studies have shown [4–7] that users browse
through the first few results only. Thus results rank-
ing is crucial to the success of a search engine.
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In classical IR (information retrieval) systems
results ranking was based mainly on term frequency
and inverse document frequency (see for example [8,
pp. 29–30]). Web search results ranking algorithms
take into account additional parameters such as
the number of links pointing to the given page
[9,10], the anchor text of the links pointing to the
page, the placement of the search terms in the doc-
ument (terms occurring in the title or header may
get a higher weight), the distance between the search
terms, popularity of the page (in terms of the num-
ber of times it is visited), the text appearing in meta-
tags [11], subject-specific authority of the page
[12,13], recency in search index, and exactness of
match [14].

Search engines compete with each other for users,
and Web page authors compete for higher rankings
with the engines. This is the main reason that search
engine companies keep their ranking algorithms
secret, as Google states [10]: ‘‘Due to the nature of
.
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our business and our interest in protecting the integ-
rity of our search results, this is the only informa-
tion we make available to the public about our
ranking system . . .’’. In addition, search engines
continuously fine-tune their algorithms in order to
improve the ranking of the results. Moreover, there
is a flourishing search engine optimization industry,
founded solely in order to design and redesign Web
pages so that they obtain high rankings for specific
search terms within specific search engines (see
for example Search Engine Optimization, Inc.,
www.seoinc.com).

It is clear from the above discussion that the top-
10 results retrieved for a given query have the best
chance of being visited by Web users [4–7]. The
main motivation for the research we present herein
was to examine the differences in the top-10 results
and the specific placement of results among different
search engines, in addition to examining the changes
over time in the top-10 results for a set of queries of
the search engines with largest indexes, which at the
time of the first data collection were Google,
Yahoo! and Teoma (MSN search came out of beta
on 1 February 2005 in the midst of the second round
of data collection [15]). We also examined results of
image searches on Google image search, Yahoo!
image search, and on Picsearch (www.pic-
search.com). The searches were carried out daily
for about 3 weeks in October and November, 2004
and again in January and February, 2005. Five que-
ries (three text queries and two image queries) were
monitored. Our aim was to study changes in the
rankings over time in the results of the individual
engines, and in parallel to study the similarity (or
rather non-similarity) between the top-10 results of
these tools. In addition, we examined the changes
in the results between the two search periods. A lar-
ger number of queries over a longer period of time is
obviously desirable, but our resources were limited
to monitoring the changes occurring in the rankings
of only a limited number of queries within the time
period of this study.

The goal of the algorithmic ranking functions, is
to rank the most ‘‘relevant’’ results first, however
relevance is a very problematic notion (for
extended discussions see [16,17]). We have no clear
notion of what is a ‘‘relevant document’’ for a
given query, and the notion becomes even fuzzier
when looking for ‘‘relevant documents’’ relating
to the user’s information seeking objectives. There
are several transformations between the user’s ‘‘vis-
ceral need’’ (a fuzzy view of the information prob-
lem in the user’s mind) and the ‘‘compromised
need’’ (the way the query is phrased taking into
account the limitations of the search tool at hand)
[18]. Some researchers (see for example [19]) claim
that only the user with the information problem
can judge the relevance of the results, while others
claim that this approach is impractical (the user
cannot judge the relevance of large numbers of
documents) and suggest the use of judges or a
panel of judges (e.g., in the TREC Conferences,
the instructions for the judges appear in [20]). On
the Web the question of relevance becomes even
more complicated as users usually submit very
short queries [4–7]. Consider, for example, the
query ‘‘organic food’’. What kind of information
is the user looking for: an explanation about what
organic food is, a list of shops where organic food
can be purchased (in which geographic location is
the shop?), a site from which he/she can order
organic food items, stories about organic food,
medical evidence about the advantages of organic
food, organic food recipes, and so on. What should
the search engine return for such a query and how
should it rank the results?

Most previous studies examining ranking of
search results base their findings on human judg-
ment. In a study reported by Su [21], users were
asked to assess the relevance of the first 20 results
retrieved for their queries. In 1999, Hawking et al.
[22] evaluated the effectiveness of 20 public Web
search engines on 54 queries. One of the measures
used was the reciprocal rank of the first relevant
document—a measure closely related to ranking.
The results showed significant differences between
the search engines tested and high inter-correlation
between the measures. In 2002, Chowdhury and
Soboroff [23] also evaluated search effectiveness
based on the reciprocal rank; they computed the
reciprocal rank of a known item for a query (a
URL they a priori paired with the query). In a
recent study in 2004, Vaughan [24] compared
human rankings of 24 participants with those of
three large commercial search engines, Google,
AltaVista and Teoma, on four search topics. The
highest average correlation between the human-
based rankings and the rankings of the search
engines was for Google, where the average correla-
tion was 0.72. The average correlation for AltaVista
was 0.49 and for Teoma only 0.19. Beg [25] com-
pared the rankings of seven search engines on 15
queries with a weighted measure of the users’ behav-
ior based on the order the documents were visited,
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the time spent viewing them and whether they
printed out the document or not. For this study
the results of Yahoo!, followed by Google had the
best correlation with this measure based on the
user’s behavior.

Other studies of search results rankings did not
involve users. Soboroff et al. [26] based their study
on the finding that differences in human judgments
of relevance do not affect the relative evaluated per-
formance of the different systems [27]. They pro-
posed a ranking system based on randomly
selecting ‘‘pseudo-relevant’’ documents.

Zhao [28] submitted the query ‘‘cataloging
department’’ to Google once a week for a period
of 10 weeks and studied the changes in the ranks
of the 24 sites that were among the top-20 pages
during the data collection period. All but three
Web sites changed their position at least once dur-
ing the observation period. The goal of Zhao’s
study was to try to understand how different param-
eters (e.g., PageRank, placement of keywords,
structure of Website) influence placement, and she
provided descriptive statistics to that effect. East-
man and Jansen [29] compared the rankings of
search results for queries with and without Boolean
operators using the same search terms. In most
cases there were no considerable differences between
the ranking and coverage (i.e., the number of
reported search results). Bifet et al. [30] tried to ana-
lyze the factors used in Google’s ranking; they
found that the parameters influencing the rankings
are dependent on the query topic. Joachims [31]
claims that under mild assumptions rankings based
on clickthrough data give similar results as tradi-
tional relevance judgments. Finally, Bar-Ilan
recently published a study that compares the rank-
ings of different search engines on the full result sets
(i.e., not restricted to the top-10 results) [32]. In that
study the comparison was based on Spearman’s cor-
relation coefficient, and not on the measures used in
the current study.

Fagin et al. [33] introduced a measure (described
in the following section) to compare rankings of the
top-k results of two search engines, even if the two
lists of retrieved documents are not identical. The
two lists may contain non-identical documents for
two reasons: (1) since only the top-k results are con-
sidered, the search engine may have ranked the doc-
ument after the kth position, and (2) since the search
engine has not indexed the given document (It is
well-known that the overlap between the indexes
of the different search engines is relatively small,
see [34–36]. A new study published by Dogpile
[37] shows that the overlap on the top-k results is
small, and that the top-10 lists of different search
engines are extremely different.).

In a previous study [38], we compared the rank-
ings of Google and AlltheWeb on several queries,
by computing the size of the overlap, the Spearman
correlation on the overlapping elements and a nor-
malized Fagin measure. Each of these measures
have their shortcomings (see next section), and thus
besides the previous measures, we introduce herein
an additional measure for comparing rankings.
Two of the queries examined in this paper were also
monitored in the previous work.

The aim of the current study is to examine
changes in rankings of the top-10 results over time
in a given search engine and to compare the rank-
ings provided by different search engines using sev-
eral comparison measures. The goals of such a study
are to gain a better understanding of how different
in practice are the ranking algorithms of the differ-
ent search engines, and to be able to measure the
changes in rankings over time.

2. The measures

We used four measures in order to assess the
changes over time in the rankings of the search
engines and to compare the results of the different
search engines. The first and simplest measure is
simply the size of the overlap between two top-10
lists. Since our other measures are independent of
k (top-k lists), we normalize this measure as well,
to be the size of the overlap divided by k.

The second measure was Spearman’s footrule
[39,40]. Spearman’s footrule is applied to two rank-
ings of the same set; if the size of the set is N, all the
rankings must be between 1 and N (the measure is
based on permutations, and thus no ties are
allowed). Since the top-10 results retrieved by two
search engines for a given query, or retrieved by
the same engine on two consecutive days are not
necessarily identical, the two lists had to be trans-
formed before Spearman’s footrule could be com-
puted. First the non-overlapping URLs were
eliminated from both lists, and then the remaining
lists were re-ranked; each URL was given its relative
rank in the set of remaining URLs in each list. The
result of the re-rankings are two permutations r1

and r2 on 1 . . .S, where jSj is the number of overlap-
ping URLs. After these transformations Spear-
man’s footrule is computed as
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FrjSjðr1; r2Þ ¼
XjSj
i¼1

jðr1ðiÞ � r2ðiÞÞj.

When the two lists are identical, FrjSj is zero, and its
maximum value is 1/2jSj2 when jSj is even, and
1/2(jSj + 1)(jSj � 1) when jSj is odd. If we divide the
result by its maximum value, FrjSj will be between
0 and 1, independent of the size of the overlap; we
note that this is defined only for jSj > 1; this mea-
sure is undefined for jSj = 0, 1. Thus we compute
the normalized Spearman’s footrule, NFr, for jSj > 1

NFr ¼ FrðjSjÞ

max FrðjSjÞ
.

NFr ranges between 0 and 1; it attains the value 0
when the two lists are identically ranked and the
value 1 when the lists appear in opposite order.

Our other measures are also in this range, but get
the value 1 when the lists are identical and the value
0 when they are completely dissimilar. In order to be
able to compare the results to those using other
measures, we introduce F as

F ¼ 1�NFr.

Note that Spearman’s footrule is based on the re-
ranked lists, and thus, for example, if the original
ranks of the URLs that appear in both lists (i.e.,
the overlapping pairs) are (1,8), (2,9) and (3, 10),
the re-ranked pairs will be (1,1), (2,2) and (3,3)
and the value of F will be 1.

The third measure we utilized was one of the met-
rics introduced by Fagin et al. [33]. It is relatively
easy to compare two rankings of the same list of
items—for this, well-known statistical measures
such as Kendall’s tau, Spearman’s rho or Spear-
man’s footrule can easily be used. The problem
arises when the two search engines that are being
compared rank non-identical sets of documents.
To cover this case (which is the usual case when
comparing top-k lists created by different search
engines), Fagin et al. [33] extended the previously
mentioned metrics. Here we discuss only the exten-
sion of Spearman’s footrule, noting that the exten-
sion of Kendall’s tau was shown in their paper to
be equivalent to the extension of Spearman’s foot-
rule. We note that a major point in their method
was to develop measures that are either metrics or
‘‘near’’ metrics.

Spearman’s footrule, is the L1 distance
between two permutations, given by Frðr1;r2Þ ¼P
jr1ðiÞ � r2ðiÞj. This metric is extended to the case

where the two lists are not identical, by assigning an
arbitrary placement (which is larger than the length
of the list) to documents appearing in one of the lists
but not in the other; when comparing lists of length
k this placement can be k + 1 for all the documents
not appearing in the list. The rationale for this
extension is that the ranking of those documents
must be k + 1 or higher, although Fagin et al. do
not take into account the possibility that those doc-
uments are not indexed at all by the other search
engine.

The extended metric now becomes

F ðkþ1Þðs1; s2Þ ¼ 2ðk � zÞðk þ 1Þ þ
X
i2Z

js1ðiÞ � s2ðiÞj

�
X
i2S

s1ðiÞ �
X
i2T

s2ðiÞ;

where Z is the set of overlapping documents, z is the
size of Z, S is the set of documents that are only in
the first list, and T is the set of documents that
appear in the second list only.

A problem with the measures proposed by Fagin
et al. [33] is that when the two lists have little in
common, the documents that are not common to
the lists have a major effect on the measure. Our
experiments show that usually the overlap between
the top-10 results of two search engines for an iden-
tical query is very small, and thus the non-overlap-
ping elements have a major effect on the measure.

F(k+1) was normalized by Fagin et al. [33] so that
the values lie between 0 and 1. For k = 10 the
normalization factor is 110. Thus we compute

Gðkþ1Þ ¼ 1� F ðkþ1Þ

max F ðkþ1Þ ;

which we refer to as the G measure.
As mentioned above, Spearman’s footrule is

calculated on the re-ranked list of overlapping
elements, and ignores the actual rank of the overlap-
ping elements. Thus for the case where there are
only two overlapping elements, it cannot differenti-
ate between the cases where the original placements
of the overlapping elements are, say

1. (1,1), (2, 2),
2. (1,9), (2, 10), or
3. (1,2), (2, 10).

In all three cases F is 1, since after the re-ranking
in all three case we are considering the pairs (1,1)
and (2, 2). This measure is especially problematic
for very small overlaps (say an overlap of size 2),
which are typical when comparing the top-10 results



Table 1
Comparing F, G and M

F G M

(1,1), (2,2) 1 0.345 0.653
(1,9), (2,10) 1 0.055 0.015
(1,2), (2,10) 1 0.182 0.207
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of two search engines on the same query. If the size
of the overlap is 2, then there is either total agree-
ment (and F is 1) or total disagreement (and F is 0).

The G measure does take into account the place-
ment of the overlapping elements in the lists. For
the above examples, the values of G will be:

1. 0.345,
2. 0.055,
3. 0.182.

The G measure seems to capture our intuition
that even though the overlapping elements appear
in the same order in the two lists, if these appear
in places which are more similar, the distance
between the measures should be smaller. On the
other hand, even if the top five documents are iden-
tical, and there is no additional overlap between the
lists, the G measure will be 0.727 if the identical ele-
ments are in the same order, and 0.618 if they
appear in opposite order, i.e., the amount of change
in G for a given overlap is rather small and is mainly
determined by the size of the overlap.

For this reason we decided to experiment with an
additional measure, which we call M. This measure
tries to capture the intuition that identical or near
identical rankings among the top documents (say
the top three documents) is more valuable to the
user than among the lower placed documents. In
this context Enquiro [41] found in an eye-tracking
study, that the top three results were scanned by
100% of the users, while the 10th result was only
scanned by 20% of the participants. First, let

M 0 ¼
X

Z

1

rank1ðiÞ
� 1

rank2ðiÞ

����
����

þ
X

S

1

rank1ðjÞ
� 1

ðk þ 1Þ

� �

þ
X

T

1

rank2ðjÞ
� 1

ðk þ 1Þ

� �
;

where Z is the set of the overlapping elements, ran-
k1(i) is the rank of document i in the first set and
rank2(i) is its rank in the second set (both ranks
are defined for elements belonging to Z). In addi-
tion, S is the set of documents that appear in the
first list but not in the second, while T is the set of
elements that appear in the second list, but not in
the first. These documents may appear in the other
list as well, but their rank will be k + 1 or higher
(since we consider the top-10 results only); this is
the reason that we subtract 1/(k + 1) from the reci-
procal value of their rank. This measure differs from
G, in that it gives a higher weight to higher ranking
documents. We have to normalize this measure as
well, and to make sure that for identical lists the
value of the measure is 1 and for lists, where the
overlap is k, and the documents appear in opposite
order, the value is 0. The normalizing factor for
k = 10 is 4.03975. Thus we let

M ¼ 1� M 0

4:03975
.

To demonstrate the difference between the empha-
ses of G and M, assume that the two lists are iden-
tical, except that

(a) the first document is different in the two lists.
In this case G will be 0.818 and M will be
0.5499;

(b) the last document is different in the two lists.
In this case G will be 0.9818 and M will be
0.9955.

Note that in both cases the F-value will be 1. Let
us compute the values of M for the examples we
used for comparing F with G, i.e.,

1. (1, 1), (2,2),
2. (1, 9), (2,10), and
3. (1, 2), (2,10).

From Table 1, we can see that in the first case,
when the overlapping elements are in high positions
in both sets, M is considerably higher than G. On
the other hand, when the overlapping elements are
in top ranks in the first list but appear at the bottom
of the second list, M is much lower than G. Thus we
see that M captures our intuition and gives higher
weights to higher ranking overlapping elements.

3. Data collection

The data collection for the first round was carried
out by six students. The number of queries we were
able to monitor was limited by the number of stu-
dents who carried out this assignment. Their assign-



Table 2
Data collection

Query First period, # days Dates first period Second period, # days Dates second period

1. US elections 2004 9 1–15 November 2004 21 24 January–13 February, 2005
2. DNA evidence 21 22 October–11 November 2004 21 24 January–13 February
3. Organic food 17 23 October–8 November 2004 21 24 January–13 February
4. Twin towers 24 22 October–15 November 2004 21 24 January–13 February
5. Bondi beach 18 22 October–8 November 2004 21 24 January–13 February
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ment involved choosing a text query and an image
query from a given list of queries and to submit
these queries to the appropriate search engine once
a day for a period of 14 days. The students started
data collection at different dates; therefore if two
or more students monitored the same query, we
had data for these queries for more than 14 days.
Sometimes the students skipped a day of data col-
lection, or there was no overlap between the stu-
dents’ work, and thus the data for the first period
is not completely continuous. During the second
period all the queries were monitored for 21 consec-
utive days by one of the authors. Table 2 displays
the queries, the number of days these queries were
monitored and the time span of the data collection
for each period.

The choice of queries that were submitted to the
search engines were decided a priori by the authors.
For the text queries, we chose a query to represent a
topical topic (US elections 2004) and two queries
from our previous study [38]; organic food and
DNA evidence. These two queries were chosen as
we were interested in investigating whether previ-
ously monitored URLs were still available during
the current observation period. For image queries,
the queries were chosen to represent places (Bondi
beach and Twin towers) and an event (Twin towers).
The query ‘‘Twin towers’’ was particularly interest-
ing as it represents both a place and an event (the
9/11 attacks on the World Trade Centre).

The first three queries were text searches and
were submitted at each data collection point to
Google, Yahoo! and Teoma (the largest search
engines in terms of their index at the time of data
collection), while the last two queries were image
searches and were submitted to Google image
search, Yahoo! image search and to Picsearch
(www.picsearch.com). Google image and Yahoo!
image were the largest image search engines in terms
of size at the time of data collection, the choice of
the third engine, Picsearch was made because it
was delivering image searches to MSN Search (beta)
[42] and Ask Jeeves at the time of data collection
[43]. The URLs and the rankings of the top-10
results for each query and for each search engine
were recorded at each data collection point. For
the image searches, the URLs of the images (and
not of the embedding pages) were recorded.

4. Data analysis

For a given search engine and a given query we
computed the overlap (O), Spearman’s footrule
(F), Fagin’s measure (G) and our new measure
(M), on the results for consecutive data collection
points. The results of pairs of engines were also
compared by computing the same measures for
the two ranked lists retrieved by the two search
engines on the same day, for each day recorded.
The two periods were compared on all five queries;
we calculated the overlap between the two periods
and assessed the changes in the rankings of the
overlapping elements based on the average rank-
ings. For all the queries, the maximum values of
all the measures were 1, except for ‘‘US elections
2004’’, where the maximum overlap was only 0.9
for Google, noting that, at times, the data was
not collected on consecutive days. An additional
reason for this could be that the data was created
very close to the elections (between 1 and 15
November 2004; the elections were held on 2
November 2004).

5. Results

5.1. The first round

As can be seen from Table 3, Google’s set of
results and rankings fluctuated slightly during the
period of data collection, with the exception of the
query ‘‘organic food’’ which was very stable;
the same is true of the other two search engines
for this query. Even though Google covered 13
URLs among the top-10 results for the query
‘‘Bondi beach’’, the result sets for the first and last
day were identical.

http://www.picsearch.com


Table 3
Measures for the changes in ranking of the individual engines over time—round 1

Query + search engine Overlap F G M #URLs Overlap between
first and last dayAvg Min Avg Min Avg Min Avg Min

US elections 2004

Google 0.81 0.7 0.86 0.51 0.78 0.6 0.74 0.74 18 8
Yahoo! 0.93 0.8 0.95 0.84 0.92 0.8 0.95 0.86 15 8
Teoma 1 1 1 1 1 1 1 1 10 10

Organic food

Google 1 1 0.95 0.80 0.98 0.91 0.99 0.95 10 10
Yahoo! 1 1 1 1 1 1 1 1 10 10
Teoma 0.99 0.9 1 1 0.99 0.95 0.99 0.98 11 9

DNA evidence

Google 0.91 0.8 0.98 0.88 0.93 0.84 0.97 0.91 18 7
Yahoo! 1 1 1 1 1 1 1 1 10 10
Teoma 0.96 0.9 0.95 0.80 0.94 0.85 0.96 0.84 12 9

Twin towers

Google 0.93 0.7 0.88 0.5 0.89 0.62 0.92 0.70 13 7
Yahoo! 0.96 0.8 0.94 0.56 0.95 0.78 0.95 0.75 14 10
Picsearch 0.98 0.5 1 1 0.98 0.67 0.99 0.85 14 5

Bondi beach

Google 0.81 0.7 0.81 0.43 0.84 0.62 0.89 0.74 13 10
Yahoo! 0.88 0.2 0.92 0 0.86 0.15 0.84 0.05 21 2
Picsearch 0.99 0.9 0.99 0.96 0.98 0.82 0.98 0.78 11 9
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Fig. 1 depicts the changes in the placements and
occurrence of the URLs during the data collection
period for the query ‘‘DNA evidence’’. We see from
the figure, that the top-three places were stable dur-
ing the whole period. URL4 (http://books.nap.edu/
html/DNA) was ranked fourth for 8 days, then
appeared in the top-10 for five additional days (in
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places five and six) and then disappeared from the
top-10 (although it continued to exist, and as we
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tion of the Committee of DNA Forensic Science of
the US National Research Council, although URL4
has much more actual content, while URL5 offers
the purchase of the report. URL1 (www.howstuff-
works.com/dna-evidence.htm) presents popular
information, and is identical in content to URL15,
which appeared as number 4 on days 19 and 20.
URLs 2 and 3 (www.ojp.usdoj.gov/nij/dna and
www.ojp.usdoj.gov/nij/dna_evbro) contain infor-
mation provided by the US Department of Justice
on the topic.

Yahoo! showed either minor or no changes in the
results of the text queries, and was also relatively
stable for the image query ‘‘Twin towers’’, however
its results fluctuated heavily for the query ‘‘Bondi
beach’’—only two URLs appeared among the top-
10 for all 18 days. We could identify four different
sub-periods, as can be seen in Table 4.

Teoma was highly stable during the period. Pic-
search retrieved almost identical results on ‘‘Bondi
beach’’ at each data collection point, while for the
query ‘‘Twin towers’’ there was a single, but consid-
erable change on 10 November 2004, otherwise the
results and rankings were stable.

We also compared the rankings of the different
search engines on the same query on the same
day, using the same measures. There was no overlap
between the top-10 results of any of the pairs of the
search engines for the image query ‘‘Bondi beach’’.
Table 4
Yahoo!’s top-10 results for the image query ‘‘Bondi beach’’

Days 1–3 Day 4 Days 5

URL1 1 1
URL2 2 2
URL3 3 5
URL4 4 7
URL5 5 6 5
URL6 6 8 3
URL7 7 4
URL8 8 10 (was
URL9 9 10 7
URL10 10 6
URL11 1
URL12 2
URL13 3
URL14 4
URL15 9 8
URL16 9 (was
URL17 #10 on
URL18
URL19
URL20
URL21
The situation was almost the same for the image
query ‘‘Twin towers’’, except for a single image that
appeared as #1 on Google during the whole period,
and fluctuated between places 7 and 9 on Yahoo!.
Therefore, Table 5 displays the measures (average,
minimum and maximum values) for all the text que-
ries and for the image query ‘‘Twin towers’’ for the
pair Google-Yahoo! only.

The highest overlap (seven overlapping URLs in
the top-10) was between Google and Yahoo! for the
query ‘‘organic food’’. The similarity measures are
not very high, because the relative ranking of these
URLs by the two engines are somewhat different:
#1 on Google is #2 on Yahoo! and visa versa, #4
on Google is #8 on Yahoo!, and #4 on Yahoo! is
between the 7th and 10th places on Google. Even
though there are only two overlapping elements in
the top-10 for the query ‘‘organic food’’ between
Yahoo! and Teoma, their rankings are the same
(#2 and #3 on both engines), thus the F value is
one. The G and M values are relatively low because
the size of the overlap is small, M is slightly higher
than G, because the ranks of the overlapping ele-
ments are relatively high. These two URLs also
appear on Google’s lists: #2 on Teoma and Yahoo!
is #1 on Google, and #3 on Teoma and Yahoo!
ranks between 5 and 8 on Google.

There are two cases where there was only a
single overlapping URL in the top-10 results
–11 Days 12–18

6
8

#9 on day 7)

3
1
2
4

not among the top-10 on day 7)
day 7

5
7
9

10

http://www.howstuffworks.com/dna-evidence.htm
http://www.howstuffworks.com/dna-evidence.htm
http://www.ojp.usdoj.gov/nij/dna
http://www.ojp.usdoj.gov/nij/dna_evbro


Table 5
Measures for comparing the rankings of the different search engines on identical queries at the same data collection points—first round

Query + search engine Overlap F G M

Avg Min Max Avg Min Max Avg Min Max Avg Min Max

US elections 2004

Google–Yahoo! 0.34 0.3 0.4 0.43 0.11 0.56 0.36 0.29 0.44 0.29 0.25 0.35
Yahoo!–Teoma 0.28 0.2 0.3 1 1 1 0.28 0.2 0.33 0.25 0.21 0.27
Google–Teoma 0.48 0.4 0.6 0.63 0.44 0.75 0.42 0.36 0.47 0.36 0.34 0.37

Organic food

Google–Yahoo! 0.7 0.7 0.7 0.52 0.5 0.58 0.61 0.56 0.69 0.51 0.48 0.55
Yahoo!–Teoma 0.2 0.2 0.2 1 1 1 0.31 0.31 0.31 0.32 0.32 0.32
Google–Teoma 0.3 0.3 0.3 0.88 0.5 1 0.28 0.24 0.31 0.26 0.22 0.29

DNA evidence

Google–Yahoo! 0.39 0.3 0.4 1 1 1 0.50 0.45 0.53 0.66 0.65 0.67
Yahoo!–Teoma 0.3 0.3 0.3 0.5 0.5 0.5 0.33 0.31 0.35 0.51 0.50 0.52
Google–Teoma 0.1 0.1 0.1 N/A N/A N/A 0.18 0.18 0.18 0.45 0.45 0.45

Twin towers

Google–Yahoo! 0.1 0.1 0.1 N/A N/A N/A 0.05 0.04 0.09 0.02 0.01 0.04
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(Yahoo!–Teoma for ‘‘DNA evidence’’, and Google–
Yahoo! for ‘‘Twin towers’’): the considerable differ-
ence between the G values for these two cases are
caused because of the different ranks of the overlap-
ping element. For ‘‘DNA evidence’’ both engines
ranked the overlapping URL as #1, while for ‘‘Twin
towers’’, Google ranked the overlapping URL as #1,
and Teoma’s rank for this URL varies between 6 and
9.

Let us take a closer look at the query ‘‘DNA evi-
dence’’. All three engines agree on the top-ranked
URL (www.howstuffworks.com/dna-evidence.htm)
for the whole period. Google and Yahoo! overlap
on four URLs, except for a single day where there
were only three overlapping URLs. These URLs
were constant during the whole period: the first
three are URLs #1–#3 of Google (mentioned
above)—they were ranked 1, 3 and 4 on Yahoo!
respectively. We see that there is a high degree of
agreement between the two search engines regarding
the top results. The fourth overlapping URL is #7
on Yahoo! and fluctuates between ranks 7 and 10
on Yahoo!. Rank 2 on Yahoo! (www.ncjrs.org/txt-
files/dnaevid.txt) is ranked as #10 on Teoma (and
is not among the top-10 in Google). Teoma overlaps
with Yahoo! on URLs ranked 1, 2 and 5 on
Yahoo!’s lists. These URLs are ranked 1, 10 and
4–5 on Teoma.

5.2. The second round

Table 6 summarizes the findings related to the
rankings of each search engine over time. For each
measure we provided the average and the minimum
(over 21 days). The maximum value attained for all
four measures was 1.

Unlike in the first round, this time the results for
the query ‘‘US elections 2004’’ were rather stable for
all the engines. This finding is not surprising, since
the second round took place almost 3 months after
the elections.

Teoma retrieved exactly the same results in the
same order on all 21 days for the query ‘‘organic
food’’. On the other hand, Yahoo! image searches
had the most fluctuations. Fig. 2 depicts the fluctu-
ations in 10 out of the 20 URLs that were identified
by Yahoo! for the query ‘‘Bondi beach’’.

Next we compared the rankings of the different
search engines on the same query on the same day.
This time, there was no overlap at all between the
search engine results for the image queries. There-
fore, Table 7 displays the measures (average, mini-
mum and maximum values) for the text queries only.

Let us examine two cases more closely, Google
versus Teoma on ‘‘organic food’’, where the M val-
ues are lower than the G values; and Yahoo! versus
Teoma on ‘‘DNA evidence’’ where the M values are
higher than the G values.

For the query ‘‘organic food’’ the number of over-
lapping URLs for Google and Teoma varies between
2 and 4. Two URLs overlap on all days, except one:
www.organicfood.co.uk, which is #1 on Google, and
#4 on Teoma (and #2 on Yahoo!) and www.rai-
n.org/~sals/my.html, which is between #6 and #9
on Google (and not among the top-10 on day 2)
and #3 on Teoma (its rank varied between 3 and 4

http://www.howstuffworks.com/dna-evidence.htm
http://www.ncjrs.org/txtfiles/dnaevid.txt
http://www.ncjrs.org/txtfiles/dnaevid.txt
http://www.organicfood.co.uk
http://www.rain.org/~sals/my.html
http://www.rain.org/~sals/my.html
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Fig. 2. Fluctuations in rankings of Yahoo! for the query ‘‘Bondi beach’’.

Table 6
Measures for the changes in ranking of the individual engines over time—round 2

Query + search engine Overlap F G M #URLs located
(whole period)

Overlap between
first and last dayAvg Min Avg Min Avg Min Avg Min

US elections 2004

Google 0.97 0.8 0.9 0.3 0.94 0.65 0.88 0.31 12 9
Yahoo! 0.99 0.8 1 1 0.98 0.82 0.99 0.79 13 8
Teoma 0.98 0.8 0.98 0.85 0.97 0.8 0.97 0.8 13 9

Organic food

Google 0.91 0.5 0.93 0.67 0.92 0.46 0.95 0.57 15 8
Yahoo! 0.99 0.9 1 1 0.99 0.91 0.99 0.96 11 10
Teoma 1 1 1 1 1 1 1 1 10 10

DNA evidence

Google 0.91 0.8 0.99 0.9 0.94 0.84 0.98 0.9 19 7
Yahoo! 0.99 0.8 1 1 0.99 0.85 0.99 0.92 12 9
Teoma 0.97 0.8 0.98 0.88 0.97 0.82 0.98 0.87 14 8

Twin towers

Google 0.97 0.6 0.96 0.44 0.96 0.6 0.96 0.45 15 6
Yahoo! 0.88 0.5 0.9 0.3 0.83 0.42 0.74 0.15 20 7
Picsearch 0.98 0.6 1 1 0.98 0.55 0.99 0.72 14 6

Bondi beach

Google 0.96 0.7 0.99 0.75 0.95 0.69 0.97 0.82 15 9
Yahoo! 0.87 0.5 0.91 0 0.85 0.31 0.81 0.14 20 6
Picsearch 0.99 0.9 0.99 0.96 0.99 0.91 0.99 0.96 11 9
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on Yahoo! as well). Thus the F values, based on rel-
ative rankings only, are low, the M value is very
low as well, because the number of overlapping
URLs is small, and there is considerable disagree-
ment between the rankings, while the G value is
higher, because it puts more weight on the number
of overlapping elements, and less on their relative
placements.
We identified five overlapping URLs for Yahoo!
and Teoma for the query ‘‘DNA evidence’’.
The overlapping URLs are ranked 1, 2, 3, 7 and 8
by Yahoo! and 1, 5–7, 4–5, 2 and 8–10 by
Teoma, respectively. The M value is relatively high,
because the top elements overlap, even though the
relative rankings are not the same for the two
engines.



Table 7
Measures for comparing the rankings of the different search engines on identical queries at the same data collection point

Query + search engine Overlap F G M

Avg Min Max Avg Min Max Avg Min Max Avg Min Max

US elections 2004

Google–Yahoo! 0.4 0.3 0.5 0.19 0 0.5 0.46 0.29 0.55 0.33 0.14 0.47
Yahoo!–Teoma 0.5 0.4 0.6 0.34 0.11 0.75 0.44 0.31 0.49 0.31 0.14 0.38
Google–Teoma 0.52 0.4 0.6 0.58 0.5 0.78 0.46 0.4 0.58 0.35 0.27 0.45

Organic food

Google–Yahoo! 0.64 0.5 0.7 0.44 0.42 0.67 0.53 0.45 0.55 0.46 0.33 0.48
Yahoo!–Teoma 0.2 0.2 0.2 0 0 0 0.26 0.25 0.27 0.18 0.16 0.2
Google–Teoma 0.31 0.2 0.4 0.36 0 0.75 0.22 0.18 0.31 0.11 0.09 0.14

DNA evidence

Google–Yahoo! 0.4 0.4 0.4 0.75 0.75 0.75 0.45 0.42 0.46 0.61 0.6 0.62
Yahoo!–Teoma 0.5 0.5 0.5 0.67 0.67 0.67 0.53 0.45 0.55 0.61 0.56 0.63
Google–Teoma 0.2 0.2 0.2 1 1 1 0.38 0.29 0.39 0.52 0.5 0.53
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5.3. Comparison between the rounds

The results for the first round were collected from
the end of October until the beginning of November
2004. The second round took place 3 months later
from the end of January until the beginning of Feb-
ruary 2005. In this section we examine how the top-
10 results changed during the 3 months gap. The
aggregated results are displayed in Table 8.
Table 8
Changes to the top-10 results between the rounds

Query US
200

Google # URLs identified during both periods 19
Overlap 11
# URLs in first set, but missing from second set 7
Min change in average ranking 0.2
Max change in average ranking 2.3

Yahoo! # URLs identified during both periods 18
Overlap 9
# URLs in first set, but missing from second set 5
Min change in average ranking 0
Max change in average ranking 3.6

Teoma # URLs identified during both periods 15
Overlap 8
# URLs in first set, but missing from second set 2
Min change in average ranking 0
Max change in average ranking 4.3

Picsearch # URLs identified during both periods
Overlap
# URLs in first set, but missing from second set
Min change in average ranking
Max change in average ranking
The average rank of a URL for a search engine in
a search round is the sum of the rankings it received
on each day the URL appeared among the top-10
results of the search engine for the query, divided
by the number of days it appeared in the top-10 list.
Thus the average rank of a URL is between 1 and
10. The change in the average rank of a URL is
defined as the absolute value of the difference
between its average rank in round 1 and round 2
elections
4

Organic
food

DNA
evidence

Twin
towers

Bondi
beach

15 26 20 17
10 13 8 11
0 5 4 2

4 0 0 0.34 0
3 7.29 4 4.04 2.77

13 12 24 34
8 10 8 8
2 0 4 13
0 0 1.53 1.72

3 2.1 5 5.16 4.73

12 21
9 5
2 7
0 0

8 2 3.76

25 18
3 4
11 7
3.14 0.63
6 5.78
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(the value is undefined if it was missing from either
round). The minimum and maximum values were
computed for each search engine and each query
over all the URLs for which the change was defined.
The smaller the maximum change, the more similar
are the rankings in the two rounds.

Here we see again, that the results of Teoma and
Yahoo! (text searches) were most stable (the number
of URLs identified in the first round, but missing in
the second round from the top-10, was the smallest).
The query ‘‘organic food’’ had more stable results
than the other queries we examined (the least num-
ber of URLs identified, and the least number of
URLs missing from the second set).

At this point in time, image searches are rather
different from text searches. Even though the results
of Picsearch were very stable during the each data
collection period, the results changed considerably
between periods. Google was most stable for image
searches. Google admitted in November 2004 that it
had not updated its image database for some time
[44]. In spite of this report, we still observed consid-
erably changes during the first round in the top-10
results of Google for our queries. On 8 February
2004, Google announced that it had refreshed and
expanded its image database [45]. This was in the
middle of the second round of data collection. We
saw some changes in the top-10 results for Google
on 9 February 2005. The overlap with the
results of the previous day was only six URLs for
‘‘Twin towers’’, and their relative rankings also
changed considerably. On the other hand, only a
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Fig. 3. The changes to the average rankings assigned by Google in t
minor change was observed for ‘‘Bondi beach’’,
and we saw more considerable changes in the daily
results in the top-10 list before the date of the
expansion.

For the text queries, in eight out of nine cases
(three search engines, three queries each) there was
at least one URL whose average rank had not chan-
ged between the search rounds (as can be seen from
the rows for minimum change in average ranking).
In all of these cases, this minimum was achieved
by the top ranking URL, i.e., the top-ranking
URL was ranked #1 at each data collection point
both in round one and in round two. For the image
searches, only for Google, for the query ‘‘Bondi
beach’’, did the #1 URL remain the same during
both periods.

6. Discussion

The queries ‘‘DNA evidence’’ and ‘‘organic
food’’ were also monitored in our previous study
[32]. Then we submitted the queries to Google and
to AllTheWeb, during two data collection periods:
in October 2003 and in January 2004 (i.e., exactly
a year before the current data collection rounds).
We identified 4 URLs for the query ‘‘DNA evi-
dence’’ and 6 URLs for ‘‘organic food’’ that
appeared in all four data collection rounds. Figs. 3
and 4 depict the average rankings of these URLs
during the four data collection periods. The
rankings for ‘‘DNA evidence’’ are much more
stable than the rankings for ‘‘organic food’’. It is
round 2_1 round 2_2

tm http://www.ojp.usdoj.gov/nij/dna

http://www.nap.edu/catalog/5141.html

he four data collection periods for the query ‘‘DNA evidence’’.
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interesting to see that so many URLs remained in
the top-10 results for these queries for over a year.

Jux2 was a tool for visualizing the overlap
between the top results of Google, Yahoo! and Ask-
Jeeves. It reported that on the 500 most popular
search terms, the average overlap between Google
and Yahoo! was 3.8, and for 30% of the queries
the overlap was between 0 and 2 [46]. Jux2 also
reported that the overlap between Google and Ask-
Jeeves (powered by Teoma) is even smaller, 3.4 on
average, while the average overlap between Yahoo!
and AskJeeves is only 3.1 on average. The Dogpile
study [Do] discusses the overlap between Google,
Yahoo!, MSN and AskJeeves on the top-10 results.
Their findings show that only 1.1% of the results are
shared by all four search engines, 2.6% by three,
11.4% by two, and 84.9% of the top-10 hits were
retrieved by a single engine only. For ‘‘our’’ three
test queries, the average overlap was 4.8 between
Google and Yahoo!, 3.4 between Google and
Teoma, and 4 between Yahoo! and Teoma. Thus
our results differ from the statistics provided by
Jux2 and Dogpile. They tested a much larger set
of queries, and the queries observed by us may
not have been among the ones they tested.

In this study we also experimented with image
queries, an extension to our previous study where
only text queries were observed. The queries were
specifically chosen to represent a place (Bondi
beach, Twin towers) and an event (Twin towers).
Our experiments have shown that while results were
very stable during each specific data collection for
all search engines involved, the results changed con-
siderably between periods. Overlapping between
search engines was either non-existent or minimal.
On 17 April 2005 we queried the search engines
Google and Yahoo! for the existence of URLs iden-
tified by Yahoo! and Google, respectively, during
the second search round for the queries ‘‘DNA evi-
dence’’ and ‘‘Bondi beach’’ (for the image query we
submitted the URLs in which the images were
embedded). Google indexed all 12 URLs identified
by Yahoo! for ‘‘DNA evidence’’, but only 7 out of
the 20 URLs located by Yahoo! with images on
‘‘Bondi beach’’. Yahoo! covered Google’s image
searches much better; it indexed 11 out of the 15
URLs located by Google, but did worse on the text
query, where it indexed 14 out of the 19 URLs iden-
tified during the period by Google on the query
‘‘DNA evidence’’. Note, that we checked the over-
lap after the latest announced update of Google
Images [45]; this update took place in the middle
of the second data collection round, thus the URLs
located in the second round were partially collected
from the new database.

7. Conclusions

We have experimented with a number of mea-
sures in order to assess the changes that occur over
time to the rankings of the top-10 results of search
engines, and to assess the differences in the rankings
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of different search engines. In our previous study,
we computed the overlap, Spearman’s rho and
Fagin’s G measure. We observed that these mea-
sures are not fully satisfactory on their own, and
thus we recommended that all of the three measures
should be used.

In the current study we computed four measures:
the overlap, Spearman’s footrule, F, Fagin’s G mea-
sure, and the new M measure. Our reason for intro-
ducing this new measure was to minimize the
problems related to the other measures. The overlap
ignores rankings, Spearman’s footrule is based only
on the relative rankings and ignores the non-over-
lapping elements completely, and, finally, Fagin’s
measure gives far too much weight to the size of
the overlap. The new measure attempts to take into
account both the overlapping and the non-overlap-
ping elements, and gives higher weight to the over-
lapping URLs among the top-ranking results. It
seems that the M measure better captures our intu-
ition regarding the quality of rankings, but further
studies are needed to show the full utility of this
measure (and/or experimenting with additional
measures). The recent eye-tracking study [41] sup-
ports our intuition that higher weight should be
given to overlap in the top results.

We experimented both with text and image que-
ries. Results of image queries were less stable, and
the overlap between the results of the different image
search tools was non-existent or minimal. This is
striking compared to the average overlap of 0.41
between all pairs of search engines for all the text
queries. Thus it seems that either there is much more
agreement on the ‘‘importance’’ of textual data ver-
sus image data, or that the image databases of the
different search engines are almost disjoint.

Our results seem to indicate that even though
the overlap between the top-ranked documents
for the image queries is lower than for text queries,
the overlap is still considerable. Thus it seems that
the differences in the coverage of the image data-
bases only provide a partial explanation for the
different results obtained by the different search
tools for the image queries. Further studies are
needed in this area as well.
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